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Abstract- In this research paper, we have proposed a flexible machine learning system to detect the COVID-19 symptoms using 

the methodology of the audio search engine via audio fingerprinting. The algorithm is noise and contortion resistant, 

computationally yielding, and massively scalable, capable of quickly identifying a quick segment of breathing and coughing 

sound patterns captured through a cellphone microphone in the presence of foreground voices and other dominant noise, and 

through voice codec compression, out of a database of over thousands of breathing/coughing noise samples provided by many 

research organizations worldwide including European healthcare labs. The proposed idea of this system will help to detect the 

typically unique symptoms of this disorder in an efficient form along with cheap rates as compared to the RNA Extraction 

kits/Rapid Antibody Test kits. The algorithm uses a combinatorial hashed time-frequency constellation analysis of the audio clip, 

resulting in unusual properties such as transparency, in which multiple tracks mixed may each be identified. 
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I. INTRODUCTION 

 

The research paper primarily concentrated on the Audio fingerprinting procedure. The algorithm had to be able to differentiate an 

abrupt audio sample of breathing and coughing sounds from that had been provided by the worldwide healthcare labs, blended with 

massive ambient disturbance, accountable to reverb and other processing, apprehended by a little cellphone microphone. The 

algorithm also had to conduct the distinction rapidly over a massive database of these patients breathing sound patterns with nearly 

thousands of the pre-recorded breathing pattern data, and have a less quantity of false positives while having an elevated recognition 

proportion. We ultimately proposed the idea of a sound patterns matching system to use in the healthcare system to replace the 

costlier testing systems that are already present to detect the COVID-19 symptoms like RNA extraction kits and an Antigen testing 

system. 

 

The user ordeal is as follows: A user carefully tapes his breathing sound and coughing sound through the microphone of the mobile 

for the allotted time frame (6-10 seconds). Immediately the recorded raw audio intake is being brought to the proposed systems’ 

server. The designation is performed on the sample at the server. Subsequently, after saturating the inputted infusion, the audio file 

data is being sent to the proposed algorithm and been compared with the millions of comparable tone samples already present in the 

system. Once the matching of the two breathing sound patterns and the coughing sound is been correlated, the definitive result is 

being manufactured for the user. The resultant report will be in the binary form like whether the user reveals similar breathing and 

coughing trends as compared to the COVID-19 patient's data set or not. The algorithm will also be apt to give an overview of the 

stages of the lungs-alveolar ravages in terms of Mild/Moderate/Severe trends. Distant from the healthcare system, this proposed 

algorithm can utilize in many applications out there. Due to the capacity to excavate deep into sound, we can discern the changes in 

the breathing sound patterns. The algorithm is also adequate for content-based cueing along with indexing for library and archival 

aims. 
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II. BASIC PRINCIPLE OF OPERATION 

 
Every audio catalog is “fingerprinted,” a procedure in which reproducible hash tokens are dragged. Both “database” and “sample” 

audio files are subjected to a similar examination. The fingerprints from the foreign specimen are approximated against a big set of 

fingerprints arisen from the medical database. The nominee matches are thereafter assessed for the correctness of the match. Many 

guiding principles for the characteristics to utilize as fingerprints are that they should be temporally localized, translation-invariant, 

strong, and adequately entropic. The worldly locality approach indicates that each fingerprint hash is computed utilizing audio 

specimens near a corresponding juncture at the moment so that frigid events do not affect the hash. The translation-invariant facet 

means that fingerprint hashes arisen from conforming to fitting content are reproducible autonomous of position within an audio 

file, as long as the temporal locality containing the data file from the hash is calculated is later contained in the file. This earns 

understanding, as a different specimen could arrive from any fraction of the initial audio contour. Robustness implies that hashes 

produced from the recent clean database track should be reproducible from an overripe sample script of the audio. Likewise, the 

fingerprint tokens should have adequately elevated entropy to undervalue the likelihood of erroneous/false token matches at non-

corresponding sites between the unknown sample and tracks within the database. Inadequate entropy leads to excessive and spurious 

matches at non-corresponding locations, requiring more processing power to gather the outcomes, and too much entropy usually 

oversees to fragility and non-reproducibility of fingerprint tokens in the existence of noise and distortion. 

 

III. PROPOSED ALGORITHM  

 

To create an audio fingerprint, an audio catalogue is renovated into a spectrogram where the Y-axis exemplifies regularity or 

frequency, the X-axis depicts the time and the consistency/density of the shading represents the amplitude. 

(As shown in Fig 1A) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

      Fig: 1A: Audio Spectrograph 

 

For every category of an audio file, the sharpest maxima are selected and the spectrogram is lessened to a scatter scheme. At this 

degree, the amplitude is no longer crucial. (Refer Fig 1B) 

 

 

 

     

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig: 1B: Constellation Map 
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Presently we have all of the fundamental data to approximate two files that have withstood the fingerprinting procedure. Regardless 

is only feasible to conform them if a user began recording his breathing sound pattern and the coughing patterns. Through a 

procedure called combinatorial hashing, indicates on the scatter plot are selected to be anchors that are correlated to other degrees on 

the plot that happen after the anchor point during a buffer window of time and frequency known as a target zone. 

(As shown in Fig 1C) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1C: Combinatorial Hash Generation 

 

 

 

Each anchor-point couple is stocked in a chart/table including the commonness of the anchor points, the regularity/frequency of the 

point, and the time moment between the two anchors and the degree known as a hash. This data is then associated with a table that 

comprises the period between the anchor and the outset of the audio file. Files in preexisting databases also have different IDs that 

are utilized to fetch additional evidence about the file such as the – 

 

1. Alveolar Health Level 

2. Lung Internal Infections 

3. Disease Broadness Level 
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IV. WORKING OF THE SYSTEM 

 
Now that we have established fingerprints for both audio catalogs, each of the anchor degree pairs from the user’s recording are 

delivered to the major healthcare database to glance for approximating anchor degree sets. This examination will repay the audio 

fingerprints of all feasible breathing pattern files that comprise any hash matches. Once we have all of the apparent matches for the 

user’s recording, we require to find the period counterbalance between the advent of the user’s recording and the advent of one of these 

reasonable matches from the database. This offset in timing can be evaluated by deducting the period of the anchor degree pair’s 

occasion in the user’s recording from the matching hash’s period of the incident in the audio file from the major database. If a substantial 

quantity of approximating hashes has an identical time-period counterbalance, that breathing pattern is deduced to be a match. 

 
Fig:2A: Database Sample Matching 

 

 

When mapped to a scatter diagram where the y-axis depicts the period in which the hash occurs in the user’s recording and the x-axis 

exemplifies the period at which the hash occurs in the audio file from the database, the matching hashes will establish a 

sloping/diagonal line (As shown in Fig 3A). In a histogram of identical data where the y-axis exemplifies the offset time/periods and 

the x-axis depicts the amount matches, there will be a broad spike at the precise offset time (As shown in Fig 2A).  

This audio investigation method is precise enough to discover matches despite the user’s recording comprising noise such as people 

chatting, street noises and even other tones nearby. Because the quantity/quantity/number of anchor-point hashes established by an 

audio fingerprint is much elevated than the quantity of anchor-point matches obliged to return a positive search outcome, the anchor-

point hashes that are masked by outward noise are not sufficient to avoid them from invariably discovering a match for an audio file 

from the healthcare database. 

 

 

V. MEDICAL DATA CATEGORIZATION  

 

1. Vesicular Sound (Healthy User)   

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig: 3A: Vesicular Sound Graph 
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2. Wheezing Sound (Early COVID-19 Developmental Stage) 

 

 

 
                                                                   Fig: 3B: Wheezing Sound Graph 

 

3. Crackle Sound (Intermediate Stage) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                                  Fig: 3C: Crackle Sound Graph 

 

 

 

4. Coarse Rales Sound (Final Fetal Stage) 

 

 

 

 

 

 

 

 

 

 

 

                                                     Fig: 3D: Coarse Rales Sound Graph 
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VI. CONCLUSION 

 

In this proposed research paper, we have formulated the system to detect and classify the COVID-19 infected person using the Audio 

fingerprinting methodology. When we look in to the much versatile and advanced methods, to access the database of the millions of items 

of the breathing/coughing sound patterns, hash mapping can be used. To clean the audio sample initially, it is required to clean the inputted 

data from the user. Further after the successfully cleaning of the data, audio spectrography is to be done followed by the slicing of the audio 

files in the “n” numbers of the equal section s based on the size of data file. The proposed method is much easier to use for detection and 

identifying the COVID-19 infected beings from the random sample of the population. 
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